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Abstract. We introduce SaVeWoT (Scripting and Verifying Web of
Things Systems), an approach for designing, formally verifying, and de-
ploying decentralized control systems based on the W3C WoT. SaVe-
WoT consists of two main parts: the SaVeWoT language and the SaVe-
WoT compiler. The SaVeWoT language models devices (i.e., Things),
controllers that orchestrate Things, virtual composite Things (i.e., sub-
systems consisting of multiple Things), interactions between these com-
ponents, and their effects on the physical world. The SaVeWoT com-
piler uses Thing Descriptions (TDs) and SaVeWoT behavior descrip-
tions along with correctness specifications in Linear-time Temporal Logic
(LTL) to automatically generate a Promela model, which is validated
using the SPIN model checker. We demonstrate the feasibility of the
SaVeWoT approach by verifying a conveyor belt system as an example
and conducting an empirical evaluation.
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1 Introduction

TheWeb of Things (WoT) and the WoT Thing Description (TD) ontology enable
interoperable interaction with Internet of Things (IoT) devices (Things). When
building networked automation and control systems, e.g., in manufacturing [1] or
building automation [2], interoperability enables the use of devices from various
vendors and manufacturers. Interoperability is helpful for deployment and during
the development and design phase of a system, as engineers can compare and
use different components (e.g., devices, subsystems, and solutions) from various
vendors. Because controllers interact with Things according to a specification
developed by an engineer [2], integrating Things requires not only a description
of the Things but also of the interactions between controllers and Things (i.e.,
all system components). These interactions can become complex as the system
grows and cause unintended but subtle effects or bugs. With SaVeWoT we enable
engineers to find such unintended effects via model checking [3]. We focus on
physical world effects and want to integrate SaVeWoT into the design phase of
system development to find bugs as early as possible.
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Integrating model checking into any design process leads to two main chal-
lenges: Ease of use and choosing the right level of abstraction for the model to
check [3]. Existing approaches to model checking WoT systems [4] solve these
issues by relying on rule-based programming and introducing strong assump-
tions (discussed in section 3.2) about how Things interact. For SaVeWoT, we
introduce and use a scripting language based on JavaScript. SaVeWoT eases the
assumptions, which enables SaVeWoT to integrate the physical world into model
checking through descriptions of behavior via scripts.

Additionally, previous work on model checking in IoT and WoT has primarily
focused on the Trigger-Action Programming (TAP) where TAP rules are spec-
ified independently and trigger based on events to execute actions. While TAP
rules are useful for smart home scenarios, the W3C WoT covers various domains,
and the WoT Scripting API [5] is based on JavaScript and not rules. In addition,
many previous approaches did not consider the physical world as a part of the
system and instead formally verified the state of Things.

Our approach, SaVeWoT, enables model checking WoT systems using WoT
TDs and scripts. Central to our approach is a model of the physical world de-
scribed using ontologies [6], specifically the TD ontology [7] as well as the Sen-
sor, Observation, Sampler, and Actuator (SOSA) and Semantic Sensor Network
(SSN) ontologies [8]. Things sense or actuate so-called Features of Interest (FoIs)
of the physical world, e.g., the temperature in a room. Such a model of the phys-
ical world is machine-readable, usable for inference or reasoning, and can be
integrated with other physical world models. For SaVeWoT we define composite
Things [9, 10] as Things that control other Things, i.e., subsystems of the WoT
system. Concurrency in WoT systems is introduced via concurrently running
controllers.

We define a formal language based on JavaScript and the WoT Scripting API
that is executable and designed for translation to formally verifiable models.
When describing behavior in scripts, interactions with the physical world are
expressed via reading (e.g., sensing the temperature) and writing (e.g., setting
the temperature on a thermostat) variables representing FoIs.

After introducing our approach using an example (section 2), we provide
related work (section 3). The contributions of this paper are:

– A formal WoT system model (section 4) that explicitly facilitates formal
verification of physical world effects.

– An executable, formally verifiable language (section 5) based on W3C WoT
standards.

– A proof-of-concept implementation (section 6) and an evaluation that illus-
trates the feasibility of our approach (section 7).

Finally, section 8 summarizes the most important aspects of our approach and
highlights future work.
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2 SaVeWoT by Example

We now illustrate our approach with an example WoT system for a conveyor
belt that moves objects on the belt in one direction, see figure 1 (1). The system
consists of the following components (figure 1 (2)): a motor drives the conveyor
belt, two photoelectric sensors detect objects on the belt, and a controller. The
controller orchestrates the motor to move objects, e.g., work pieces, from the
start to the end of the belt. The physical world is modeled using two FoIs that
are sensed by the respective sensors. The first sensor measures the physical space
at the start of the conveyor belt (objectAtStartFoI), while the second sensor
measures the physical space at the end of the belt (objectAtEndFoI)
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Fig. 1. Physical layout with Features of Interest (1) and components and interfaces (2)
of the example WoT system. We refer to the FoI measured by “Sensor 1” as object-
AtStartFoI, while the FoI measured by “Sensor 2” is called objectAtEndFoI.

2.1 Web of Things by Example

In the context of WoT, the motor and photoelectric sensors are Things described
with a TD. The motor has three interaction affordances: the action affordances
run and stop, and an integer property affordance for reading and writing the
speedSetpoint. If the speedSetpoint is not set to a value greater than zero,
the motor does not run. The sensor has a read-only boolean property affordance
indicating whether the sensor detected an object or not, called objectDetected.
Both photoelectric sensors have an objectDetected property affordance. How-
ever, each sensor measures its respective FoI. The relations between interaction
affordances and FoIs are part of the TDs of the sensors and actuators.

The WoT Scripting API defines ConsumedThing and ExposedThing inter-
faces. A controller script is written against ConsumedThing interface methods
based on the interaction affordances in a TD. On the other hand, the behavior
of a Thing is described by a set of handlers as defined by the ExposedThing
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interface. Each handler describes the behavior of the Thing for a specific inter-
action affordance (e.g., the action run) and operation (in this example: invoke,
read or write).

The script for controller behavior is shown in listing 2.1. If an object is at
the start of the belt, the controller runs the motor to move the object. Once the
object is at the end, the motor is stopped. Listing 2.2 shows the script for the
Thing behavior. The motor moving an object on the belt is modeled through
the FoIs. The motor affects the physical world in a single step, i.e., an object is
either at the start or end of the belt. As a result, stopping the motor does not
affect any FoI.

1 while (true) {
2 objectAtStart = sensorStart.readProperty(objectDetected);
3 objectAtEnd = sensorEnd.readProperty(objectDetected);
4 if (objectAtStart && !objectAtEnd) {
5 motor.invokeAction(run);
6 } else {
7 motor.invokeAction(stop);
8 }}}

Listing 2.1. Controller script based on the ConsumedThing interface that moves objects
on the conveyor belt. This controller script has a bug: It does not set the speedtSet-
point.

1 motor.setActionHandler(run, () => {
2 if (speedSetpoint > 0 && objectAtStartFoI) {
3 objectAtStartFoI = false; objectAtEndFoI = true;
4 } else {
5 if (speedSetpoint > 0 && objectAtEndFoI) {
6 objectAtEndFoI = false;
7 }}});
8 motor.setActionHandler(stop, () => {});
9 motor.setPropertyReadHandler(speedSetpoint, () => {

10 return speedSetpoint; });
11 motor.setPropertyWriteHandler(speedSetpoint, (arg) => {
12 speedSetpoint = arg; });
13 sensorStart.setPropertyReadHandler(objectDetected, () => {
14 return objectAtStartFoI; });
15 sensorEnd.setPropertyReadHandler(objectDetected, () => {
16 return objectAtEndFoI; });

Listing 2.2. Thing script with motor and sensor handlers based on the ExposedThing
interface.

2.2 Model Checking by Example

SaVeWoT is designed to reuse the syntax of existing W3C WoT standards while
ensuring formally verifiable execution semantics. For each handler (listing 2.2)
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and the controller (listing 2.1), the SaVeWoT compiler adds a process to the Spin
model, and for each FoI, a variable is introduced. The controller can interact with
Things using channels (see section 4.1), and standalone Things can change the
physical world by changing FoI variables. The FoI variable for objectAtStart-
FoI is initialized as true and objectAtEndFoI as false to represent that there is
an object at the start.

The example controller script contains a bug that causes the WoT system to
not move objects: the motor driving the belt must have its speed set point set
to a value > 0 to move any object on the conveyor belt, which the controller
does not do. With SaVeWoT and model checking, an engineer can specify the
requirement “the conveyor belt must eventually move objects to the end of the
belt,” using the “existence” LTL pattern [11] “objectAtEndFoI must be true at
least once” (see section 4.2). Checking the LTL pattern on the Spin model shows
that the program does not satisfy the pattern.

3 Related Work

We group previous work into behavioral extensions to WoT and formal verifica-
tion, including translation approaches, of control, IoT, and WoT systems.

3.1 W3C Web of Things Behavior

Several proposed extensions for WoT describe behavior through annotations.
Such extensions include permitted sequences of interactions [12], JSON-based
descriptions corresponding to UML sequence diagrams that represent mashups
[13], effects of action affordances on property affordances [14], effects expressed
as JavaScript embedded in TDs [15], and extending TDs with physics simulations
[16]. Generally, these approaches just represent applications built on top of WoT
interfaces and do not support any form of formal verification or mechanisms to
enforce restrictions or requirements.

3.2 Formal Verification

Recently, multiple tools and approaches have been proposed where a program-
ming language is used to generate both models and deployments. Lin et al. [3]
propose model checking models generated from Lingua Franca, a coordination
language for Cyber-Physical Systems. Similarly, for distributed systems, Hack-
ett et al. [17] present the language MPCal and the compiler PGo to translate
TLA+ models [18] to Go. Lastly, Lattuada et al. [19] enable formal verification
of a subset of the Rust language for systems programming.

Related work on formally verifying control systems is primarily based on
Programmable Logic Controllers (PLCs). Approaches with a focus on usability
using LTL patterns [20], on modeling communication link failures [21], or on
verifying communication time constraints [22] have been proposed. An early
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case study for model checking a production cell [23, 24] modeled a production
cell without concrete PLCs.

Previous work [25–29] on model checking IoT systems focused on TAP (also
called Event-Condition-Action (ECA)) rules and interactions between rules/pro-
grams due to a focus on smart home IoT. The general goal is to verify that rules
do not cause bad situations or interfere with each other. Some approaches focus
purely on the interactions of rules, while others incorporate models for IoT de-
vices, traces of the system, or timed automata. Instead of TAP rules, we use a
DSL based on JavaScript to ensure compatibility with existing WoT standards.

Krishna et al. [4] model check WoT systems based on a predecessor of the
W3C WoT. The authors create models of Things from just TDs using the fol-
lowing assumptions: Actions directly cause the emission of corresponding events,
actions modify the properties of a Thing, and Things cannot be composed to
create composite Things. SaVeWoT, in contrast, does not restrict how interac-
tion affordances relate to each other and instead relies on the descriptions of
Thing behavior in scripts.

4 Modeling Things and the Physical World

We first introduce the components of a WoT system and next show how the
architectural composition of Things is represented in SaVeWoT. We explain how
the physical world, communication and behavior are described in SaVeWoT and
finally show how these previous design decisions enable formally verifying effects
on the physical world via LTL formulas.

4.1 WoT System Components

In SaVeWoT, a WoT system consists of Things and controllers. Formally, we
define a set of Things T and a set of controllers C. Each Thing can be uniquely
identified by an IRI. A Thing can have property affordances P, action affordances
A, and event affordances E. Conceptually, interaction affordances are uniquely
identifiable individuals and belong to exactly one Thing, while a Thing may have
multiple affordances: pAff : P→ T, aAff : A→ T and eAff : E→ T.

Property affordances are either read-only, write-only or read-write. We in-
troduce a set of possible read-write combinations RW = {r, w, rw} and assign
one to each property affordance: propRW : P→ RW. Reading a property returns
data to the controller synchronously, while writing pushes data to the Thing.

Action affordances are invoked by controllers. When invoking an action af-
fordance, a controller can provide input parameters and receive output data.

Finally, event affordances enable a controller to subscribe to receive notifi-
cations from a Thing. The Thing can then emit events that contain data to the
controller.

Composition SaVeWoT enables the design of subsystems through the compo-
sition of Things. An example of such a subsystem is the initial conveyor belt
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example. If a conveyor belt is also modeled as a Thing with interaction affor-
dances, the belt is a composite Thing that controls a motor. Composite Things
are Things that control other Things. Relationships between Things can be ex-
pressed using the SSN ontology through the hosts relation.

Restrictions Based on W3C Implementation Report TDs For the de-
velopment of SaVeWoT, we surveyed the TDs from the W3C WoT TD imple-
mentation report4 using SPARQL queries to find an expressive and often used
subset of interaction affordances and data types (i.e., data schemas) to limit
the state space of WoT system models. The surveyed TDs contain 90 Things
with 368 property affordances, 66 action affordances and five event affordances.
Due to the low prevalence of event affordances, the initial version of SaVeWoT
does not support event notifications and instead focuses on the more relevant
property and action affordances.

Modeling the Physical World and Standalone Things The initial con-
veyor belt example showed how FoIs can be used. FoIs can cover a wide variety
of aspects of the physical world: FoIs can represent a window, a room in a house,
or the house itself or the physical space deployed in front of a sensor5. Running
a conveyor belt’s motor moves objects on the belt toward the sensor. We model
that sensors measure the results of actuations by introducing global variables
for FoIs in the system model. Actuators can change a FoI variable’s value, and
sensors read the value. How the actuator changes the value is described in a
script.

1 @prefix td: <https://www.w3.org/2019/wot/td#> .
2 @prefix sosa: <http://www.w3.org/ns/sosa/> .
3 @prefix ssn: <http://www.w3.org/ns/ssn/> .
4 _:objectAtEndFoI a sosa:FeatureOfInterest .
5 [ a td:PropertyAffordance ;
6 ssn:forProperty [ a sosa:ObservableProperty ;
7 ssn:isPropertyOf _:objectAtEndFoI ]].
8 [ a td:ActionAffordance ;
9 ssn:forProperty [ a sosa:ActuatableProperty ;

10 ssn:isPropertyOf _:objectAtEndFoI ]].

Listing 4.1. TD (in Turtle) with a FoI and two interaction affordances (based on [30]).

Formally, we introduce a set F of all FoIs. The relation between FoIs and
Things is based on previous work by Charpenay and Käbisch [30] and the W3C
WoT TD standard [7, sec. 7.1] that aligns SOSA/SSN with the TD ontology.
Listing 4.1 shows an RDF example of the FoIs of a objectDetected property
affordance and a run action affordance in a conveyor belt system. An interaction

4 https://w3c.github.io/wot-thing-description/testing/report.html; available as a sin-
gle JSON-LD file at https://www.vcharpenay.link/talks/td-sem-interop.html.

5 See https://www.w3.org/TR/vocab-ssn/#SOSASample.
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affordance is related to an observable (for sensors) or actuatable (for actuators)
property (a different concept than property affordances). A property is associated
with (ssn:isPropertyOf) a FoI. For our formalization, we ignore properties
and instead introduce a direct relation from affordances to FoIs: hasFoI ⊆
(P ∪ A ∪ E)× F.

Interactions as Channel Communication Verifiable models consist of se-
quential processes communicating with each other using channels, which are
FIFO queues containing messages [31]. Due to our focus on property and ac-
tion affordances, we can model interaction affordances using a request-response
pattern. When a controller uses an interaction affordance, in the Spin model,
the controller sends a request message on a channel and immediately waits for
a response message.

In the translation to Spin, we introduce a channel for each interaction af-
fordance operation of each Thing and translate controllers and each affordance
handler to processes that interact via channels. As a result, different handlers of
a Thing can be executed concurrently. However, one controller can use only one
handler at a time.

4.2 Specifying Required Physical Effects

With SaVeWoT we aim to enable formal verification of effects on the physical
world. For formal verification, correctness properties that the system must fulfill,
i.e., requirements, are specified in a temporal logic. LTL has emerged as one of
the main temporal logics for model checking [32].

LTL is based on propositional logic. Thus, LTL formulas contain atomic
propositions (APs) that are either true or false in a system model’s states.
Our approach aims to verify effects on the physical world, which we achieve
by introducing FoIs as global variables. Since FoIs are variables, they can be
used in LTL formulas in value comparisons. For example, a presence sensor
measuring occupancy of a physical space can be expressed as the AP object-
Detected=true.

Additionally, LTL formulas consist of the operators from propositional logic
(e.g., →, ¬, ∨, ∧) as connectives between APs, and temporal operators can
be used as connectives to refer to time. The relevant temporal operators are:
“Always” (�ϕ) means the system model always has to satisfy ϕ, “Eventually”
(♦ϕ) means the system model has to satisfy ϕ now or at some point in the
future, and “Until” (ϕ1 U ϕ2) means the model has to satisfy ϕ1 until the model
satisfies ϕ2.

– Eventually there is an object at the end of the conveyor belt (existence
pattern): ♦objectAtEndFoI

– An object on a conveyor belt cannot be at two locations (FoIs) at the same
time (absence pattern): �¬(objectAtStartFoI ∧ objectAtEndFoI)

– An object progresses from the start to the end of the belt (response pattern):
�(objectAtStartFoI → ♦objectAtEndFoI)
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– Trivial LTL formula that is satisfied by any system model (used in section 7):
� true

– After an object is at the start of a belt, the object must be detected at
the end next (used in section 7): �(objectAtStartFoI→ objectAtStart-
FoIU (¬objectAtStartFoI∧(¬objectAtStartFoIU objectAtEndFoI)))

LTL formulas, including nested formulas, are generally difficult to grasp for
non-experts [33]. A solution could be LTL patterns or templates that enable
non-experts to specify correctness properties [34].

5 Behavior Language

Now we present the formal grammar of the SaVeWoT language. The language
is a subset of JavaScript combined with the WoT Scripting API. The grammar
has C-style control flow with if and while statements. We split the grammar
into two parts, the grammar for controllers and the grammar for Things.

5.1 Controller Scripts

ControllerScript ::= statement+
statement ::= ifStmt|whileStmt|exprStmt|assignStmt|interactAffStmt
ifStmt ::= "if" parenExpr blockStmt ("else" blockStmt)?
whileStmt ::= "while" parenExpr blockStmt
exprStmt ::= expression";"
assignStmt ::= idOrField "=" (interactAffExpr|expression)";"
interactAffStmt ::= ID "." (invActExprStmt|writePropStmt)";"
parenExpr ::= "(" expression ")"
blockStmt ::= "{" statement* "}"
interactAffExpr ::= ID "." (invActExprStmt|readPropExpr)
expression ::= term (relationExpr|binOpExpr)? | "!"term
invActExprStmt ::= "invokeAction(" ID ("," term)? ")"
writePropStmt ::= "writeProperty(" ID "," term ")"
readPropExpr ::= "readProperty(" ID ")"
relationExpr ::= ("<" | ">" | "==" | "≤" | "≥" | "6=" | "&&" | "||") term
binOpExpr ::= ("+" | "−" | "×" | "÷") term
term ::= idOrField | INT | STRING | BOOL | parenExpr
idOrField ::= ID | ID "." ID

Listing 5.1. Simplified controller grammar based on the ConsumedThing interface for
client interactions.

Each controller script represents the behavior of one controller. Listing 5.1 shows
the formal grammar of the language for controller scripts in W3C EBNF6. The
WoT Scripting API ConsumedThing interface is integrated by using expressions
(*Expr) for interaction affordances with output and by using statements (*Stmt)

6 https://www.w3.org/TR/2010/REC-xquery-20101214/#EBNFNotation
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for affordances without output. Statements are nonterminals that do not pro-
duce any output and represent an instruction to do something, while expressions
are evaluated and stand for a value that is returned. For easier translation while
ensuring correct operational semantics, the production rules restrict interaction
affordance expressions to only appear on the right-hand side of assignment state-
ments and not, e.g., within an if statement’s condition.

5.2 Thing Scripts

ThingScript ::= (handler)+
handler ::= ID "." (invActHandler|writePropHandler

|readPropHandler)";"
invActHandler ::= "setActionHandler(" ID

", (" ID? ") => " (blockStmt|blockStmtWithRet) ")"
writePropHandler ::= "setPropertyWriteHandler(" ID

", (" ID ") => " blockStmt ")"
readPropHandler ::= "setPropertyReadHandler(" ID

", () => " blockStmtWithRet ")"
blockStmtWithRet ::= "{" statement* returnStmt "}"
returnStmt ::= "return" expression";"

Listing 5.2. Abbreviated Thing grammar based on the ExposedThing interface for
server interactions.

Listing 5.2 shows the formal grammar of the language for Thing scripts. A han-
dler program is a set of handlers for one or more Things. Handlers implement
the ExposedThing interface. A handler can act as a controller because the han-
dler bodies consist of statements from the controller script syntax (Listing 5.1),
which enables composite Things. Like the controller grammar, the Thing gram-
mar enforces that reading a property affordance returns a value but does not
accept any argument, and vice versa for writing property affordances.

6 Implementation of the Compiler

We implement a proof-of-concept (PoC) of SaVeWoT in JavaScript using the
Chevrotain parser library7. Our executable scripts use the WoT Scripting API
implementation node-wot8. As a target model checker, we chose Spin [35] as
Fu et al. [36] already showed that Spin can verify various Web Services based on
behavior descriptions. The translation workflow from TDs and scripts to models
can be seen in figure 2. The visitors iterate over the syntax trees and emit partial
models, which are assembled to a Promela model by the linker. The visitors and
the linker use the sets and relations used to formalize WoT systems (extracted
from TDs using SPARQL) to link all behavior descriptions and variables in the
model together.
7 https://chevrotain.io
8 https://github.com/eclipse-thingweb/node-wot
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Fig. 2. Dataflow diagram showing the translation of TDs, scripts and correctness re-
quirements to the Spin model checker.

The input language of Spin, Promela, supports channel and C-style control
flow (if and while), which makes the translation from the SaVeWoT language to
Promela straightforward. The PoC handles the differences in blocking seman-
tics and variable scope between JavaScript and Promela. The translation to
JavaScript avoids the event loop (JavaScript’s built-in concurrency mechanism)
because its operational semantics are more complicated [37] than the opera-
tional semantics of Promela [38]. We instead facilitate concurrency by creating
separate scripts and using mutex locks during translation by the visitors.

7 Evaluation

To study the feasibility of our approach for large control systems with many
components, we evaluate Promela models translated by our PoC on consumer
hardware with an Intel i5-8295U CPU and 16 GB of RAM. We consider a series
of conveyor belts orchestrated by a controller. Each belt has a motor and an
ultrasonic sensor, which interact with the physical environment via a FoI. The
controller implements a control loop for each belt. The belt’s motor runs until
a certain distance is observed, after which the motor stops. We evaluate the
number of states, verification time, and verification memory consumption as
measured by Spin for Promela models.

First we increase the number of belts from one to 58, which increases the
number of Things (two per belt) from two to 116 respectively. Figure 3 (left)
shows the results. The number of states is linear in the number of Things. The
initial model with two Things has 76 states, which is increased to 4180 states
for 116 Things. The memory consumption appears almost linear, starting at
128.73 MB for one belt and increasing to 134.39 MB for 116 Things. The veri-
fication time exhibits a step-wise pattern. Spin measures zero ms for up to 30
Things and 60 ms for 116 Things.

In a second step, we verify the system with 28 belts (the highest number
of belts with a verification time of 10 ms) for increasingly large conjunctive
LTL formulas on the FoIs of each belt. We generate the verifier for up to 18
belt motors in the LTL formula. For LTL formulas longer than 18 belts Spin
takes multiple hours to generate a verifier, independently of the verification time.
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Fig. 3. Number of states, memory consumption and verification time for increasing
model and LTL formula sizes.

Figure 3 (right) shows that the state space is linear in the number of belts (up to
4288 states), while the memory footprint increases linearly (up to 131.86 MB).
The verification time is between 20 and 70 ms.

8 Conclusion and Future Work

We presented SaVeWoT, an approach to formally verify that WoT systems fulfill
requirements that specify desired or undesired physical effects. The main com-
ponents of SaVeWoT are a model of the physical world based on SOSA/SSN and
WoT, which enables expressing requirements on physical effects in LTL, and a
language that can be translated to models and deployments of WoT systems. We
evaluate our approach based on the model checker Spin on consumer hardware.
Our evaluation shows that SaVeWoT is feasible for verifying large WoT systems
on consumer hardware. As a result, SaVeWoT can be used to check whether var-
ious subsystems, when integrated, exhibit the intended effects on the physical
world.

Because we inherit various limitations from translating to Spin, we plan
to explore different tools like Uppaal, nuXmv or LTL satisfiability checking
tools like Black [39] in the future. We expect these tools to provide better
performance because they rely on modern and performant satisfiability solvers.
Further, we aim to integrate event affordances into SaVeWoT and want to in-
corporate graph-structured process representations [40] in the future.
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