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ABSTRACT

We study how decentralizedmulti-agent systems adapt on local data
in dynamic environments. In this extension of our earlier work, we
build on our original setting of a driverless transportation system
for a manufacturing scenario with Autonomous Guided Vehicles
(AGVs) to include not only disturbances but also perception and
communication errors that hinder the information sharing of agents.
We analyze how well the decentralized MAS can overcome and
correct these errors, where corrections come from, how the errors
impact the performance, and consider the communication efficiency
among the MAS population.
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1 INTRODUCTION

The crucial challenge of modern-day industry applications is to
ensure that production is high-performing but still highly dynamic.
Downtime shall be reduced to a minimum to maintain output, so
control systems are challenged to decide between adaptation and
task fulfillment. Manufacturing demands adaptability to external,
pre-given production goals that comprise individual, small batch
sizes and a dynamic environment that changes according to unfore-
seen influences, i.e. simple machine outage to pandemics [11, 40].

Especially in dynamic environments with unforeseen distur-
bances, centralized controlled systems (CC) optimize easily by de-
ciding on global data, kept in one place, to adapt on the spot [14].
Still, CCs are known to have disadvantages: storage and scalability
to process data with increasing load are limited, fixed links and
communication channels introduce vulnerabilities, and the single,
responsible node imposes the threat of a single point of failure
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[14, 17]. While a CC approach is efficient where data is clean and
ubiquitous, manufacturing systems tend to get more complex and
struggle to provide with quality and availability of such data [3, 22].

On the other hand, decentralized and distributed multi-agent
systems (MAS) approaches are proposed for dynamic scenarios, as
they promise robustness due to graceful degradation and scalability
of problem solution by modifying the number of members [14, 16].
Existing MAS approaches already entered the dynamic domain
and try to implement decentralized control, e.g. based on auctions
[12], forecasting [25], negotiation [19], ant-colony intelligence [43],
reinforcement learning [46] or hybrid approaches like local coor-
dination and plan merging [1], but often centralized components
remain as part of the control and extensive data for decisions is
required. The question about the efficiency of agents that use exclu-
sively local information in dynamic manufacturing environments
is still open: to what extent can decentralized agents cope with the
demand of dynamic environments in industry?

In our original work for the Symposium on Applied Computing
2024 [36], we studied decentralized agents that act exclusively on
local information, perception, and communication (DALI) to answer
the question. We motivated our cause with an example of a shop
floor with a driverless transportation system (DTS), based on the
Tileworld scenario [31], where an unknown list of products have
to be transported to fitting workstations. In the original article, we
focused on the performance difference in solving the transporation
task by controlling AGVs on a dynamic shop floor either with a
CC or DALIs whose interactions are assumed to be functionally
correct. Here, we take a closer look at self-adaption capabilities of
DALIs in dynamic environments in the presence of errors in the
perception and communication of agents. Extending the existing
scenario of [36], agents may now suffer from the following errors:

• Perception error: we introduce a probability 𝑝𝑃 that dis-
torts an agent’s perception such that the agent perceives a
wrong station
• Communication error: we introduce a probability 𝑝𝐶 that
during communication the sent message is distorted to con-
tain wrong information for the receiving agent

Again, wemeasure the performance in comparison to an omniscient
CC as well as specifically the spread of erroneous information
among the population.

Consider our running example of a phone casing manufacturer
(Ex. 1.1). Several AGVs, controlled by DALIs, are tasked to transport
products on a shop floor to workstations that fulfill the products’
needs. To self-adapt to possible disturbances, agents share informa-
tion on the shop floor on a local level - but internal errors make
information especially sharing hard:
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Example 1.1. A new product, a phone casing enters the shop floor
at a source station at position (0,0). The product has a list of required
workstation skills attached and currently seeks a workstation with
"soldering" skills. AGV0 is nearby, controlled by DALI0, perceives the
phone casing, and starts the transportation process as the AGV was
idle before. After arriving at the source station and querying the list
for the next demanded skill, DALI0 is in trouble: as the product needs
a "soldering" station and DALI0 has no entry in its model, it needs
to quickly find out where to locate the station to reduce downtime.
DALI0 asks DALI1, in range, for information on a workstation with
soldering skills. Indeed, DALI1 has an up-to-date entry and returns
the position of workstation WS3 at (5,2). Unfortunately, during send-
ing an unnoticed error occurs and the received position at DALI0 is
(0,10) and marked as a correct and up-to-date entry - after all, DALI0
relies on DALI0’s observation hereon. Without further information or
possibilities to check, DALI0 will steer AGV0 to a position far away
from the product’s actual goal.

Taking possible disturbances into account, e.g. changes on the
workstation assignment, the incorrect information is not the only
hardship for DALI0, as WS3 might need service, and thus the skill
changes again. Observations in the agent population become out-
dated, too, thus, not only the information at hand is incorrect, but
agents need to dissipate potentially correcting data before. A hard
task for agents with limited perception and communication skills.

As with controlling a functioning population of AGVS, a CC
would adapt easily to perception and communication errors (assum-
ing that it is a random error occurring and not a permanent one,
e.g. a hardware error): by retrieving the information from the shop
floor directly, the CC queries all AGVs and stations periodically
and retrieves current data on subsequent percepts, if one before
was incorrect. By reissuing a new command, the system is again
on track. Considering the needed quality of information, the CC
needs various information in a sufficiently high frequency, ranging
from shop floor layout, position and pairing of AGV and product,
needed skill, the occurrence of the disturbance, and position of the
correct station, to a reliable and homogeneous network to interact
with all components.

We simulate our extended Tileworld scenario with unforeseen
disturbances for a fixed, unknown list of products that have trans-
portation tasks attached. We measure performance, communication
efficiency, and error correction with local observations of the over-
all DALI population and study how system’s performance suffers
by introducing errors in DALI’s perception and communication.
Our contributions are as follows:
• We use model-based DALIs with reactive behavior that adapt
to solve transportation tasks in a dynamic environment that
extends the Tileworld to a manufacturing scenario
• We evaluate the performance of DALIs in the presence of
perception and communication errors and analyze the prop-
agation of erroneous information across the population

The remainder of the paper is structured as follows: Sec. 2
gives an overview of related work from intelligent agents and self-
adaption systems in intralogistics. Sec. 3 shows briefly our approach
from [36] including a formalization and presentation of the imple-
mented algorithm for DALIs. Sec. 4 introduces the new models that
are used to simulate perception and communication errors as well
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Figure 1: CC perceives all components on the shop floor,

including products, workstations, and transporters (Ex. 1.1)
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Figure 2: A: CC orders AGV0 to pick up the product at po-

sition (0,0). B: order to deliver to (5,3). C: CC perceives the

disturbance. D: new order to deliver to (0,10) (Ex. 1.1).

as measurements for performance, communication efficiency, and
error correction. Sec. 5 presents the experiments and results of the
introduced errors and their correction, while Sec. 6 discusses the
results in the context of the overall application. Sec. 7 concludes
with a summary and some outlook for future work.

2 RELATEDWORK AND BACKGROUND

2.1 Intelligent agents and model-based agents

Russell and Norvig [33] give structures for intelligent agents and
describe basic agent programs.We follow their description of model-
based agents (MBA) as agents that possess internal states, called
models, and memorize parts of their environment that they can-
not perceive at the moment. They may update the model as the
world evolves. MBAs decide according to a set of condition-action
rules with the help of the model’s information and their current
perception. The extension to a goal-based agent built on an MBA
is straightforward when goals are defined that describe situations
that are desirable for the agent. Goal-based agents can change their
behavior for given goals. e.g. for pathfinding to a given destination.

2.2 Self-adapting agents in intralogistics

Agent-based systems in transportation attracted much interest in
the past [45]. Proposals build e.g. on direct communication for lo-
cal cooperation [6] or team building [41], action interpretation for
cooperative cluster building [21], and range to applications in coop-
erative sorting in dynamic environments [37], control methods for
transport flow with pheromones [23] or swarm-based urban waste
collection with RFID tags [2]. Schmidt et al. [39] give an overview
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of approaches for decentralized intralogistics and state that multi-
agent-based approaches form the majority of research approaches
to implement decentralized control. Mechanisms include auctions
(e.g. for in-house [12] or B2B logistics [32]), agent negotiations (e.g.
[19]), or hybrid approaches like local coordination and plan merg-
ing [1]. Berndt [6] proposes a self-organizing supply system that,
comparable to our approach, builds on decentralization, but uses
direct communication and observations between agents to build
expectations to adapt to unforeseen events. In this approach, the
agents are bigger entities like consumers or manufacturers, linked
by their business relationships. Klein [25] discusses decentralized
strategies for dispatching, with a focus on disturbances in terms of
system size change and path errors to analyze robustness. Related
to our approach, but not the domain, are Lesser and Corkill [28]
who present the Distributed Vehicle Monitoring Testbed, where dis-
tributed nodes share knowledge and goals, and cooperate to solve a
single problem, the identification of vehicle trajectories, but stay sta-
tionary and do not further influence their environment. In contrast
to other approaches, we focus on the union of the exclusive use of
local communication, a dynamic environment that changes unpre-
dictably outside agents’ perception and disturbs agent’s knowledge,
minimal assumptions on the population and environment, and the
autonomy of agents for choosing between exploration, knowledge
exchange, and adaptation.

3 APPROACH AND REALIZATION

3.1 Assumptions for our approach

We approach our proposal of DALI with a simulation experiment
of a dynamic shop floor that is concerning [33]:

• partially observable (information might be missed),
• stochastic (environment’s state is not completely determined
by the current state and agents’ executed actions),
• dynamic (environment changes while agents deliberate), and
• discrete (in terms of time and states).

The task is to deliver products with an attached, ordered list of
demanded skills to workstations on the shop floor that match these
skills. We introduce periodic disturbances that swap the skills of
stations every 𝑡𝑑 cycles in the simulation. The DTS control system,
either CC or DALI, has to steer AGVs for pickup and delivery to
fulfill the task. We compare the performances for the time needed
to finish a pre-specified list of products that is secret to the control
system across different shop floor setups and disturbance times. We
make the following assumptions about onboard AGV equipment to
be used by DALI:

• Sensors to perceive nearby surroundings, including AGVs,
products, and workstations including their skill
• Communication devices to contact nearby AGVs
• Automatic collision avoidance
• Lamport clocks to denote the occurrence of events [26]

AGV equipment is only relevant for DALI as CC is assumed to be
omniscient and has no need to use it.

3.2 Formalization

We base our work on the MOSAIK model [10, 38], which in con-
trast focuses on self-organizing agents using their environment for
communication, and derive our formal definitions from [9, 29].

Definition 3.1 (DALI). Decentralized agents with local informa-
tion are proactive components (as opposed to artifacts) that decide
on their own. DALI implements a perception-thought-action cycle to
influence the environment, based on defined condition-action rules.
We define DALIs as the tuple 𝐴 = ⟨M, 𝑝𝑒𝑟𝑐𝑒𝑖𝑣𝑒, 𝑎𝑝𝑝𝑙𝑦, 𝑎𝑐𝑡⟩ with

M, the agent’s model and set of possible knowledge

𝑝𝑒𝑟𝑐𝑒𝑖𝑣𝑒 : 𝐸′ ×M →M, perception based on the environment,

𝑎𝑝𝑝𝑙𝑦 :M →M, function for derivation rules,

𝑎𝑐𝑡 :M → 𝑂, function for condition-action rules,

with 𝑂, as set of operations with {⟨𝑝𝑖𝑐𝑘𝑢𝑝, 𝑝𝑜𝑠⟩,
⟨𝑑𝑒𝑙𝑖𝑣𝑒𝑟, 𝑝𝑜𝑠⟩, ⟨𝑒𝑥𝑝𝑙𝑜𝑟𝑒, 𝑝𝑜𝑠⟩, 𝑖𝑑𝑙𝑒,𝑂𝑐𝑜𝑚} where

𝑂𝑐𝑜𝑚 :M ×N →M, communication with neighbors N
where 𝐸′ is the set of all percepts and 𝐸 is the set of all environmental
states with 𝐸′ ⊂ 𝐸 (cf. Def. 3.2).

The modelM maps entries to observed 𝑠𝑘𝑖𝑙𝑙𝑠 with
• a position on the shop floor 𝐹 ,
• a Lamport time stamp when entries are created or updated,
• a Lamport time stamp when entries are invalidated,
• a curiosity value between [0, 1] that steers exploration.

Based on limited perception, perceive recognizes nearby surround-
ings, including neighboring AGVs (here used as N ), products, and
workstations. apply revises the agent’s model based on derivation
rules, e.g. to determine outdated entries. act influences the agent’s
environment via operations 𝑂 , where the respective operations
order the AGV to go to a position to pick up or deliver a product,
move to a specific part of the shop floor for exploration, or to be idle.
𝑂𝑐𝑜𝑚 exchanges model entries with neighboring AGVs N . Each
DALI may submit operations for exactly one defined AGV.

Definition 3.2 (Artifact). Artifacts are reactive components
(as opposed to agents) that form the agents’ environment [9]. Arti-
facts provide different ways for interaction, e.g. to read a product’s
demanded skill or to order an AGV to move. An internal logic defines
the deterministic reaction to interactions, but artifacts do not act au-
tonomously. We define the environment as
𝐸𝑛𝑣 = ⟨𝐸, 𝑒0,𝑂, 𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟,𝑢𝑝𝑑𝑎𝑡𝑒, 𝑒𝑣𝑜𝑙𝑣𝑒⟩ with

𝐸, the set of all possible environment states

𝑒0, the environment’s initial state

𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟 : 𝐸 → 𝐸′, for agents to retrieve a percept E’ ⊂ E

𝑢𝑝𝑑𝑎𝑡𝑒 : 𝑂 × 𝐸 → 𝐸, effectory function based on operations

𝑒𝑣𝑜𝑙𝑣𝑒 : 𝐸 → 𝐸, the environment’s development.

In our setting AGVs, workstations, and products are artifacts.
Artifact behavior is a black box for agents, but the behavior’s re-
sult is observable via environment state changes and the transfer
function. Environment state changes, e.g. movement on the shop
floor or performed work on products, may be triggered by agents
as well as the physical environment via disturbances, represented
by evolve. We treat the shop floor as a tiles lattice as in [31].
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3.3 Behavior of DALI

We simulated the experiment setup with GAMA 1, an agent-based
software platform. You may find our code in our online appendix2.

We present the algorithms for the perception, communication,
and cooperation of DALIs. We use examples from the perspective
of AGV0 from Ex. 1.1, now controlled by DALI0.

Perception. Alg. 1 aligns the modelM with the perceived envi-
ronment𝐷′ (cf. Def. 3.1, perceive). DALI uses the controlled AGV 𝑡 ’s
sensors to get a percept including the AGV’s state 𝑡 .𝑠𝑡𝑎𝑡𝑒 , position
𝑝𝑜𝑠 , and nearby stations. When DALI observes a station 𝑠 with a
skill 𝑠𝑘𝑖𝑙𝑙 , DALI checks whether the model already contains data. If
not, a new entry is created, with the current timestamp 𝜏𝑛𝑜𝑤 , 0 for
invalidation, and curiosity 𝑐 with 0.0 (l. 4). If the station is already
known, DALI updates its model (l. 6) and invalidates older entries
pointing to the same location (l. 12), as the observation reflects the
current state of the perceivable environment. If the AGV is not busy
with pickup or delivery, DALI starts to explore the shop floor to
bringM up to date and detect further disturbances (l. 9). Finally,
M is updated (l. 15).

Algorithm 1: Perception - perceive
Data: initalM,DALI’s controlled AGV 𝑡

Result: updatedM, 𝑡 .𝑠𝑡𝑎𝑡𝑒

1 M ← new percept from AGV 𝑡 ;
2 if AGV 𝑡 is next to station 𝑠 then
3 if skill NOT inM then

4 M ← new 𝑠𝑘𝑖𝑙𝑙 entry with 𝑠 .𝑝𝑜𝑠 and 𝜏𝑛𝑜𝑤 ;
5 else

6 𝑖𝑛𝑣 ← all entries inM pointing to 𝑠 .𝑝𝑜𝑠;
7 if |𝑖𝑛𝑣 | > 0 then
8 if 𝑡 .𝑠𝑡𝑎𝑡𝑒 NOT ”𝑑𝑒𝑙𝑖𝑣𝑒𝑟” ∨ ”𝑝𝑖𝑐𝑘𝑢𝑝” then
9 𝑡 .𝑠𝑡𝑎𝑡𝑒 ← ”𝑒𝑥𝑝𝑙𝑜𝑟𝑒”;

10 end

11 forall entries in inv do

12 invalidate and note timestamp inM;
13 end

14 end

15 M ← update 𝑠𝑘𝑖𝑙𝑙 entry with 𝑠 .𝑝𝑜𝑠 and 𝜏𝑛𝑜𝑤 ;
16 end

17 end

Example 3.1. Fig. 3 - AGV0 moves near workstation WS3 at (5,2)
with the skill "bolting". DALI D0 requests AGV0’s percept of the en-
vironment. D0 checks the modelM at "bolting" and notices that it
last perceived the "bolting" skill at (0,10). As skills are unique, D0
invalidates the entry. Also, the last time D0 perceived "soldering" was
at (5,2). D0 updates the entry such thatM(”𝑏𝑜𝑙𝑡𝑖𝑛𝑔”) now points to
(5,2). The position of the "soldering" skill is nevertheless unknown to
D0, as it cannot be certain where the disturbance happened.

1https://gama-platform.org/
2https://github.com/wintechis/dali-adaption
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Figure 3: DALI D0 perceives WS3 and identifies the exposed

skill "Bolting" to correct its internal model (see Ex. 3.1)

Communication. We model communication in Alg. 2 as an anti-
entropy approach of simple epidemics as 1-to-1 pull communication
[15]. Epidemic algorithms (EA) can eventually distribute knowledge
and help AGVs save power, as EA reduces the number of messages
between nodes, e.g. compared to broadcasts [35]. The initiating
DALI asks a random neighboring DALI for information on model
entries with skill and position (l. 1) and adds any new entries (l. 6).
Existing observations are updated depending on the timestamp if
the shared observation is more recent (l. 6) and otherwise ignored.
The process is monotonic as information is only added to the model.

Algorithm 2: Communication - act
Data:M, neighboring DALI 𝐷𝑁

Result: updatedM
1 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 ← ask neighbor 𝐷𝑁 ;
2 forall entry on 𝑠𝑘𝑖𝑙𝑙 in 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 do

3 if 𝑠𝑘𝑖𝑙𝑙 NOT in modelM then

4 M ← new entry on 𝑠𝑘𝑖𝑙𝑙 as in 𝐷𝑁 ;
5 else

6 if 𝑠𝑘𝑖𝑙𝑙 inM but 𝐷𝑁 ’s entry is more recent then

7 M ← updated entry on 𝑠𝑘𝑖𝑙𝑙 as in 𝐷𝑁 ;
8 end

9 end

10 end

Example 3.2. Fig. 4 - AGV0 carries a phone casing that needs a
"soldering" skill. D0 has invalidated "soldering" at (5,2) before and
now searches for new information to fulfill the request. AGV0 passes
AGV7 and AGV8 at the same time. D0 evaluates the percept, chooses
randomly AGV8, and asks its DALI D8. D8 shares a current observation
for "soldering" at (0,10). D0 compares its model with D8’s answer and
replaces the invalidated entry. D0 concludes that phones casing’s
request for "soldering" can be fulfilled at (0,10). D0 orders AGV0 to
move to (0,10).

Curiosity and exploration. DALIs have to fulfill the transportation
task as fast as possible so DALIs have to detect disturbances quickly.
Instead of controlled forgetting [7] or commitment [24], DALIs
may decide to re-evaluate their model and deliberately move AGVs
to stations to check if disturbances happened, even if the AGV

https://gama-platform.org/
https://github.com/wintechis/dali-adaption
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Figure 4: Searching "soldering", DALI D0 contacts neighbor-

ingAGVs, and receives an observation for "soldering" at (0,10).

D0 updates its model and sends AGV0 to (0,10) (see Ex. 3.2).

carries no product that justifies moving to the station - which
seems counter-intuitive as DALIs produce empty runs.

DALI’s so-called curiosity, Alg. 3, keeps a balance between com-
mitting to visit a station and being free enough for exploration.
During action selection (cf. Def. 3.1, act) the curiosity value acts as
the probability of entering a "explore" state to move to a station. If
an AGV is idle, DALI takes a random entry (l. 1) and increases the
curiosity for a visit to the known location (l. 2). When the station is
reached, the curiosity is satisfied and reset (l. 4). Without a target,
the AGV stays, until DALI’s curiosity motivates it to move the AGV
or a disturbance causes exploration (Alg. 4), coming from percep-
tion (Alg. 1) or communication (Alg. 2). The curiosity mechanism
also counters deadlocks as blocked stations with products may get
serendipitous visits from AGVs.

Algorithm 3: Curiosity - apply
Data:M, constant for curiostiy increase 𝑐𝑢𝑟
Result: curiosity ofM

1 𝑠𝑘𝑖𝑙𝑙 ← choose random entry fromM;
2 M(𝑠𝑘𝑖𝑙𝑙) .𝑐 ← increaseM(𝑠𝑘𝑖𝑙𝑙).𝑐 by constant 𝑐𝑢𝑟 ;
3 if 𝐴𝐺𝑉 t is next to station 𝑠 with skill then
4 M(𝑠𝑘𝑖𝑙𝑙) .𝑐 ← 0.0 ;
5 end

Example 3.3. Fig. 5 - As AGV0 is idle, DALI D0 increases its curios-
ity to visit (5,2) where it last perceived "soldering" and orders AGV0
to move to (5,2). D0 notices that "bolting" is now at (5,2) and updates
the model (see. Ex. 3.1). The curiosity is satisfied and D0 decides to
stay at (5,2). Over time, D0’s curiosity rises to visit (0,0). Unknown to
D0, a new phone casing waits at (0,0), outside any AGV’s perception.
As D0 ordered AGV0 to (0,0), D0 may discover the phone casing.

When DALI concludes that a disturbance happened, it suspends
the transportation task and explores the shop floor to correct the
model. When the model seems to be correct again (via exploration
or communication), the transportation task is resumed.

We base exploration (Alg. 4) on frontier-based exploration [44],
where DALIs save checked tiles and unexplored tiles. Initially, no
tiles are checked, and the current neighboring positions are the
unchecked floor tile frontiers. Checked tiles are saved, and new
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Figure 5: DALI D0 gets curious about the WS at (5,2) and

moves AGV0 there. Here, D0 notices "bolting" at (5,2) and

updates the model. D0’s curiosity is satisfied (see Ex. 3.3).

perceived, unchecked tiles are added to the remaining ones. Two
exploring DALIs also exchange information about their explored
and unexplored areas. DALI chooses as best option a frontier from
its neighbors which borders most checked tiles (l. 2), or if no such
option exists, the closest frontier tile (l. 4) or a random neighbor (l.
7). The next target to check is then chosen from these best options
(l.9). We stress that we leave the option for the shop floor to change
completely, so DALIs make no fixed assumptions on the layout.

Algorithm 4: Exploration - apply
Data: 𝑐ℎ𝑒𝑐𝑘𝑒𝑑𝑇𝑖𝑙𝑒𝑠, 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝑇𝑖𝑙𝑒𝑠

Result: 𝑡𝑎𝑟𝑔𝑒𝑡 for AGV
1 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 ← closest neighboring frontier tiles;
2 𝑏𝑒𝑠𝑡𝑂𝑝 ← tiles that border most checked tiles;
3 if 𝑏𝑒𝑠𝑡𝑂𝑝 = ∅ then
4 𝑏𝑒𝑠𝑡𝑂𝑝 ← closest frontier tiles in general ;
5 end

6 if 𝑏𝑒𝑠𝑡𝑂𝑝 = ∅ then
7 𝑏𝑒𝑠𝑡𝑂𝑝 ← any neighboring tiles;
8 end

9 𝑡𝑎𝑟𝑔𝑒𝑡 ← choose randomly from 𝑏𝑒𝑠𝑡𝑂𝑝;

Example 3.4. Fig. 6 - AGV0 at (5,3), DALI D0 explores the shop
floor to find a station with "soldering" skill, to fulfill phone casing’s
request. D0 already checked parts of the shop floor and now moves
AGV0 to (6,8), the nearest frontier. On its way, AGV0 meets AGV1,
another AGV exploring "soldering", controlled by DALI D1. D0 and
D1 exchange information about their explored areas. D1 shares that it
already explored (6,8), but does not know where "soldering" is, so D0
adds (6,8) to its explored area. D0 concludes that (6,8) does not need
to be checked anymore and instead moves AGV0 to frontier (7,7). On
the way, AGV0 meets AGV8, controlled by D8. D0 and D8 exchange
information (cf. Ex. 3.2), where D0 learns about "soldering" at (0,10).
D0 ends the exploration and moves AGV0 directly to (0,10).

4 ERROR AND MEASUREMENTS

We extended our study by introducing two new variations of er-
ror types and study how agents can correct and adapt to these
additional disturbances. Besides the dynamics of the environment,
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Figure 6: DALI D0 looks for "soldering" and has already ex-

plored parts of the shop floor (green). On meeting D1, D0

learns that D1 already checked (6,8), but knows nothing about

"soldering". D0 concludes that visiting (6,8) is useless and se-

lects another frontier target. (see Ex. 3.4)

agents also have to take their own errors into account that ex-
tend to both senses agents use to receive knowledge about their
environment: their perception and communication capabilities.

Note that we use global information for the manipulation: we
choose data from the setup of the environment to insert in the
agent without its knowledge, thus the agent is unaware of the
manipulation and the global information used - the agent has still
only access to its model for its decision making. The only way for
the agent to correct its wrong model is then either by exploring
and finding out the truth fast enough, or receiving a correct update
via communication. For both, however, the probability exists again
to be distorted via our manipulations.

4.1 Perception error

DALIs have a limited perception which is a cornerstone of their
purely decentralized and distributed nature. At the same time, we
already saw that a limited perception entails other, more serious
issues, that is, the necessity for exploration. In our initial study,
we saw that exploration makes up a non-negligible part of their
overhead in performance when compared to a CC.

Here, we manipulate an agent’s perception before a perceived
fact may be applied to the model. With relation to Alg. 1, we in-
troduce the probability 𝑝𝑒𝑟𝑟 that is evaluated after receiving the
percept from the AGV (the manipulation is marked):

Algorithm 5:Manipulated perception (excerpt)
1 percept 𝑃 ← new percept from AGV 𝑡 ;
2 if 𝑓 𝑙𝑖𝑝 (𝑝𝑒𝑟𝑟 ) then
3 𝑃 .𝑠.𝑠𝑘𝑖𝑙𝑙 ← 𝑠′ .𝑠𝑘𝑖𝑙𝑙 with 𝑠′ ∈ 𝑆 |𝑠′ ≠ 𝑠;
4 end

5 M ← 𝑃 ;
6 if AGV 𝑡 is next to station 𝑠 then
7 . . .
8 end

With probability 𝑝𝑒𝑟𝑟 , we replace the received percept with the
skill of some other station. The manipulation is thus equal to a
misinterpretation of the environment, e.g. represented by a false
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"Bolting" == (0,10),
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I can do
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Figure 7: DALI D0 perceives WS3, but instead of identifying

the correct "Bolting" skill, D0 perceives "Casting" such that

D0’s model contains now two wrong entries: both positions

for "Bolting" and "Casting" are wrong.

identification of a bolting station as a soldering station. Only after
the manipulation is done, the agent receives the percept and applies
it to the model.

The consequences are quite severe - another entry in the model
for station 𝑠′ will be overwritten with the position of 𝑠 as entries
for skills collide, even if the agent perceives 𝑠 correctly in a sub-
sequent percept. Hence, the agent’s current information on the
non-perceivable, far away station 𝑠′ is lost, but the agent holds the
belief that its knowledge is up to date, as the agent perceived the
“fact” only moments ago on its own (see Fig. 7). Additionally, the
agent may decide to start exploring the environment as the falsely
updated model suggests a disturbance.

4.2 Communication error

With DALI using EA for communication, updates on changes may
easily spread across the population, even if the range is limited. On
the other hand, updates containing errors may spread easily when
the only means to differentiate the information is a timestamp of
observation. Here, communication is key for errors on two accounts:
first, errors coming from perception errors (cf. Sec. 4.1) can be easily
shared with all other stations that are pulled by a requesting agent.
Second, messages can be distorted or misinterpreted to contain
wrong information. Based on Alg. 2, we introduce the probability
𝑝𝑐𝑜𝑚 that the agent evaluates after receiving requested observations
from another agent (the manipulation is marked): As before, the

Algorithm 6:Manipulated perception (excerpt)
1 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 ← ask neighbor 𝐷𝑁 ;
2 forall entry on 𝑠𝑘𝑖𝑙𝑙 in 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 do

3 if 𝑓 𝑙𝑖𝑝 (𝑝𝑐𝑜𝑚) then
4 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛.𝑠 .𝑠𝑘𝑖𝑙𝑙 ← 𝑠′ .𝑠𝑘𝑖𝑙𝑙 with 𝑠′ ∈ 𝑆 |𝑠′ ≠ 𝑠;
5 end

6 if 𝑠𝑘𝑖𝑙𝑙 NOT in modelM then

7 M ← new entry on 𝑠𝑘𝑖𝑙𝑙 as in 𝐷𝑁 ;
8 . . .
9 end

10 end

manipulation cannot be detected by the agent. We replace the skill
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While D8 answers with the correct observation for "solder-

ing" at (0,10), D0 receives the wrong position (5,2). With the

incorrectly updated model, D0 sends AGV0 to (5,2).

of a received observation by some other station, which is applied
to the model. Note that the time stamps are nevertheless checked
for the original received station, so if the agent concludes to update
or invalidate an entry, it does so with the correct time stamps, but
for the wrong entry, possibly overwriting correct knowledge again
(see Fig. 8). Concerning the sending agent, as no feedback is sent
about applied or invalidated observations, the sender cannot know
whether the receiver understood the message correctly.

4.3 Measured parameters

We define parameters to measure the performance of DALIs for
their task as well as the efficiency of communication.

4.3.1 Task performance. We measure the system needed the time
to finish the list of products (TTF) and mean time to deliver (MTTD)
to judge the performance in the simulations over time [34]. To mea-
sure the TTF, we consider the total delivered products (TDP) over
the agent population 𝐴: TDP(𝑡) = ∑

𝑎∈𝐴 deliveredProducts(𝑎, 𝑡)
where deliveredProducts(𝑎, 𝑡) is the cumulative amount of de-
livered products for a single agent at time 𝑡 . When the TDP is equal
to the pre-given number of orders, all products were successfully
delivered to shipping. The faster, the better. The resulting time
when all products are delivered is the TTF. We define theMTTD for
a product 𝑝 in the set 𝑃 of all successfully delivered products in one
simulation run as: MTTD(𝑡) =

∑
𝑝∈𝑃 delivered(𝑝 )−created(𝑝 )

TDP(𝑡 ) where
delivered(𝑝) is when a product 𝑝 was created and created(𝑝)
when 𝑝 was successfully delivered to the specified station. The time
includes waiting time at the original station plus time spent on
the ride. The faster a product is delivered, the better. We evaluate
both measures at the last time steps 𝑡 = 𝑇𝑇𝐹 as performance indi-
cators for the overall run. Finally, we calculate the mean over all
repetitions of the scenarios.

4.3.2 Communication. We measure residue and delay based on
[15] to judge communication efficiency among DALIs, but modify
the formulas to fit the dynamic setting.

Residue is the percentage of agents that miss an update after
a disturbance. The residue for an update 𝑢 among the popula-
tion 𝐴, where 𝑆 ⊆ 𝐴 is the set of susceptible agents, at time 𝑡

is: Residue𝑢 (𝑡) =
|𝑆 (𝑡 ) |
|𝐴(𝑡 ) | . At the last time step before the next

disturbance cycle 𝑡𝑑 , we evaluate which agents have received all

updates in time and calculate the residue for the period. At 𝑡 = 𝑇𝑇𝐹 ,
the average of all residues is calculated. Residue shall be minimized
as it represents the percentage of agents that missed an update.

Delay measures the average time 𝑡𝑎𝑣𝑔 it took an update to arrive
at an agent after a disturbance’s occurrence. We measure the time
difference every 𝑡𝑑 until an agent either notices a change on its own
or gets a message that changes its model. Delay is only calculated if
an agent did receive an update successfully, thus we do not consider
agents that did miss updates. We calculate the average per agent
over the total amount of received updates per agent, and the simu-
lation’s average delay 𝑡𝑎𝑣𝑔 over the population at 𝑡 = 𝑇𝑇𝐹 . Delay
represents the speed of communication and shall be minimized.

4.3.3 Error correction. Wemeasure error correction for agents that
receive updates that lead to a correct model of the environment.
These updates are either the observation of a fact in the environ-
ment or the receipt of amessagewith new information from another
agent.

We measure all updates 𝑢 applied at time 𝑡 that changed an
agent’s modelM to correctly represent the environment 𝐸 at 𝑡 , as
well as whether the update originated from its own perception as
𝑐𝑜𝑟𝑟𝑃 or was communicated by others as 𝑐𝑜𝑟𝑟𝐶 . Of course, we only
count updates that change the state of the model from wrong to
correct. Additionally, we measure how long it takes an agent to
correct incorrect information in its model with the time to correct
𝑡𝑐𝑜𝑟𝑟 . Note that 𝑡𝑐𝑜𝑟𝑟 is different from delay 𝑡𝑎𝑣𝑔 : delay measures
the time it takes for agents to receive an update about changes in
the environment after the change has occurred. For all measures,
we calculate the average per agent over the total number of updates
received per agent.

5 SIMULATION SETUP AND RESULTS

5.1 Experiment setup

We extend our experiment with a shop floor of 25 × 25 floor tiles,
four workstations with the skills "casting", "bolting", "molding", and
"soldering", and 12 AGVs at random starting positions. The DALIs
may only perceive their direct adjacency of the eight neighboring
fields, as in Tileworld. Furthermore, the agents start with a correct
map of the setup as with [24].

Similar to our initial study, we fix the agent’s curiosity increase
with 𝑐𝑢𝑟 = 0.01 and pre-defined lists of 𝑃 = {50, 100, 250} products
with combinations of up to four distinct stations to be visited. Every
𝑡𝑑 cycles, we disturb the experiment setup periodically as part of the
environment dynamic by swapping two stations’ skills and chose
the periods of 𝜏𝑑 = {100, 150, 200, 250, 300} cycles and without (w.o.,
𝜏𝑑 = 𝑛𝑜𝑛𝑒). As probabilities for error, we vary the 𝑝𝑐𝑜𝑚 and 𝑝𝑒𝑟𝑟
each to create a respective error with a chance 1%, 5%, 10%, and
25%. We simulate two shop floor setups:

• Scenario A: source and shipping on opposite corners
• Scenario B: source and shipping close to the center

Wemade 50 repetitions for each scenario and stopped the simulation
after all products were delivered while measuring the presented
indicators from Sec. 4.3.
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Fig. 9: 50 prod., 𝑡𝑑 = 100 (A)
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Fig. 10: 50 prod., 𝑡𝑑 = 150 (A)
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Fig. 11: 50 prod., 𝑡𝑑 = 200 (A)
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Fig. 12: 50 prod., 𝑡𝑑 = 250 (A)
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Fig. 13: 50 prod., 𝑡𝑑 = 300 (A)
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Fig. 14: 50 prod., 𝑡𝑑 = 𝑤.𝑜. (A)
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Fig. 15: TTF among disturbances of nominal DALI and with

𝑝𝑒𝑟𝑟 and 𝑝𝑐𝑜𝑚 as both 0.01, 0.05, 0.1

Performance with errors. Fig. 15 shows an overview of different
measured TTFs across nominal DALI behavior without errors in
comparison to performances with 𝑝𝑒𝑟𝑟 and 𝑝𝑐𝑜𝑚 . While the overall
performance is qualitatively similar (performance improves with
longer 𝑡𝑑 ), the effect of errors on the performance is clear: without
additional errors, DALI finishes a delivery of 100 products in about
2192.9𝑐𝑦𝑐 for 𝑡𝑑 = 100. With 1% for 𝑝𝑒𝑟𝑟 and 𝑝𝑐𝑜𝑚 , the delivery
takes 79% longer with 3930.8𝑐𝑦𝑐 in the same scenario. Note that
an error likelihood of 1% is still the best case. For 𝑃 = 50 we have
a factor from 1.63 to 2.05, for 𝑃 = 100 from 1.78 to 1.92, and for
𝑃 = 250 from 1.78 to 1.96 across all disturbances. On average, the
performance is 1.86 times longer for 1%.

In the worst case, when 25% of all percepts and communication
is distorted, the system can take eight times as long to finish the
delivery, e.g. for 50 prod with 𝑡𝑑 = 𝑛𝑜𝑛𝑒 the fault DALI finished in
6303.81𝑐𝑦𝑐; a factor of 8.03 compared to 784.98𝑐𝑦𝑐 in the nominal
case and 3.98 times worse compared to 1% with 1580.44𝑐𝑦𝑐 . For
𝑃 = 50 we have a factor from 5.54 to 8.03, for 𝑃 = 100 from 5.7 to
7.9, and for 𝑃 = 250 from 5.66 to 7.77 across all disturbances. For
the worst case, the system needs on average 6.89 times as long.

Despite the system suffering from the artificial errors we intro-
duce, DALI still manages to deliver all products in all cases. As
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expected, the performance gets worse with more frequent distur-
bances in the environment (as with nominal) and with an increased
error probability, but instead of failing for good, the DALI system
degrades gracefully. Still, the effect of recovery of performance
with a less frequent disturbance is getting less with a higher error
probability, e.g. for 100 delivered products, the nominal perfor-
mance improves from 2192.9𝑐𝑦𝑐 with 𝑡𝑑 = 100 to 1487.9𝑐𝑦𝑐 with
𝑡𝑑 = 𝑤/𝑜 (improved 32%), where 𝑝𝑒𝑟𝑟 and 𝑝𝑐𝑜𝑚 with 1% has a simi-
lar, but worse, improvement in the same scenarios from 3930.75𝑐𝑦𝑐
to 2859.5𝑐𝑦𝑐 (improved 27%), whereas 𝑝𝑒𝑟𝑟 and 𝑝𝑐𝑜𝑚 with 25% im-
proves merely from 8537.125𝑐𝑦𝑐 to 7668.6𝑐𝑦𝑐 (improved 10%).

Error correction. Fig. 9- 14 show the average proportions of cor-
rections for scenario A with 50 products3 for all agents among the
scenarios, where we discern correction coming from local observa-
tion by agents (perception correction) and corrections coming from
exchanged messaged among agents (communication correction).

We can compare both modes of correction, perception, and com-
munication, as we assume the same range for both in DALIs - on
the simulated shop floor the range includes the direct neighbor-
hood of “floor tiles” meaning that a DALI has to be directly next
to a workstation to perceive it and directly next to another DALI
to exchange information. In any case, the possibilities are limited
to receive updates as the range is small. If no errors were present,
obviously the direct observation of an agent would be the more
reliable source - the agent may directly perceive and thus update
its model with a fact. Received information from another DALI can
be outdated by the time it arrives at an agent, which is why DALIs
are cautious to apply updates if the time stamps are not acceptable.

The proportion of sources for correcting updates shows now
a different picture: communication is a far more frequent source
for correcting the model as assumed - the reason is that a DALI
is more likely to meet other agents on its way during delivery
than meeting, increasing the probability to exchange messages.
Also, the perception of a workstation is a “unique activity” (a DALI
arrives at a station, scans it, then leaves and keeps its observation
until contested) whereas communication can be repeated (as two
DALI pass each other several rounds of exchange may happen).
Still, for communication to work the time stamp has to fit - and
only because it happens more frequently doesn’t mean it is more
reliable (with a 25% chance of two passing DALIs to introduce for
4 exchanged entries one error in each other’s model on average is
devastating!). Respectively, the amount of perception corrections
rises with communication becoming more unreliable with rising
𝑝𝑐𝑜𝑚 .

Fig. 16 shows 𝑡𝑐𝑜𝑟𝑟 , the average time needed for an agent to
receive an update that corrects its model. The development shows
that with the rising likelihood of errors, the time to correct the
errors decreases. While the development may not seem intuitive,
we see two reasonable sources:
• The more errors exist, the more often agents start to explore
and thus need to invest time to update their model to reflect
the (assumed) true state and share updates (as is visible with
the number of corrections that rise with the probability of
errors)

3The figures for 100 products (Fig. 17 - 22 ) and 250 products (Fig. 23 - 28) are for
legibility on p. 12ff

• With serendipity, an artificially introduced error in the model
of an agent becomes true via disturbances. While the possi-
bility of such a coincidence exists, it is very small.
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Fig. 16: Needed time to correct 𝑡𝑐𝑜𝑟𝑟 an error per agent with

different 𝑝𝑒𝑟𝑟 and 𝑝𝑐𝑜𝑚

6 DISCUSSION

We study an agent-based decentralized control system for intralogis-
tics as an alternative to centralized control systems as decentralized
systems promise us advantages in terms of adaptability, indepen-
dence from centralized networks, and graceful degradation. While
our original work focuses on designing DALIs and measuring their
adaptive performance in dynamic environments, we did not con-
sider their ability for graceful degradation. In terms of fault-stop
errors where a DALI breaks down completely, it is easy to pre-
dict that a system of DALIs will perform worse over time as fewer
DALIs can serve product requests until too few are in the system
and deadlocks occur such that the system does not work at all.

Here, we introduce errors that are quite malicious and in terms of
graceful degradation more interesting: instead of agents receiving
or perceiving obviously faulty information in their environment,
e.g. nonsensical information exposed by a workstation or gibberish
sent by an agent, which lets them conclude concerning their inter-
nal model that something went wrong, we deliberately manipulate
errors such that they are believable and plausible. As a harmful
consequence, such an update does not only overwrite already ex-
isting knowledge but also invalidates entries that depend on the
changes. For an agent that relies purely on its model such an error
has a far-reaching impact.

Still, such errors are everyday problems: a faulty sensor generates
a wrong measure, a damaged label has a misleading identification,
or the agents’ environment was changed deliberately, e.g. because
of a changed shop floor layout, but the control software was not
updated - usually a temporary error but still one that entails an
undesired halt of the manufacturing shop floor.

Overall, we study, howwell mobile agents relying purely on local
perception can adapt in dynamic environments, where corrections
for possible internal errors come from most (and thus the biggest
impact exists), and thus conclude where to put focus on creating
an adaptive DALI system. Based on our measurements, we come to
the following conclusions:
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• We see that most corrections come from communication, but
as communication becomes unreliable, perception catches
up and compensates for the loss of communication updates.
• An increasing error rate leads to a loss of performance, as
expected, because of the need for DALIs for exploration to
correct their internal map. More exploration results in more
empty runs and a high MTTD, as products have a longer
waiting time.
• Despite an error rate of up to 25% for communication and
perceptions, all products were successfully delivered and
the system did not break down completely, e.g. because of
deadlocks.

As an increase in the error likelihood leads to more errors, DALIs
are more likely to detect a deviation of their model to the factual
environment state. As a consequence, 𝑡𝑐𝑜𝑟𝑟 decreases, as DALIs are
more often in a state of exploration as their model is unexpectedly
often wrong, resulting in empty runs and degrading performance.
Consistent with Kinny and Georgeff [24], we observe that with
reduced environmental dynamics the agent performance increases.
Additionally, we observe that the qualitative behavior of the system
is unaffected compared to a performance without errors.

Closely related are fundamental thoughts about distributed sys-
tems and their difficulties in reaching consensus [30]. The problem
of agents that share wrong information could be regarded as a
Byzantine Generals problem [27], but classical solutions are not
applicable as agents do not form a stable 3𝑚-regular graph nor
is it guaranteed that at most𝑚 agents generate wrong values as
failure occur randomly. To be adaptive, DALIs use a combination of
curiosity and exploration and then try to act accordingly: over time,
entries in their own model are actively questioned whether they
still hold, while when disturbances are noticed the ongoing task is
suspended [7] until a working state is reached. Thus, DALIs swing
between the states of active commitment to the tasks and suspend-
ing tasks on disturbances to gather up-to-date data by frontier-based
exploration [44] and epidemic communication [15]. The task is im-
mediately resumed when the DALI’s model is plausibly up-to-date
to solve the task [20]. The difference in TTF shows that despite
multiple possible detours because of wrong information, the overall
transportation task is nevertheless successfully solved (in the best
case only 1.86 times for a 1% error chance).

In [36] we already discussed the important role of curiosity to
think ahead of disturbances and explore the unknown. With our
current results, the importance is even more emphasized as the core
problem of dealing with unsure information outside the current
perception range is worsened by unreliable information sources.
Still, curiosity cannot guarantee a reliable adaption for all possible
disturbance cases, but at least give agents an incentive to care.
Several strategies exist to influence the behavior of DALIs in terms
of disturbance detection (be it because of an environmental change
or an internal defect): while the natural increase of curiosity 𝑐𝑢𝑟
can be influenced to steer a more or less curious DALI, we caution
against too drastic increases or decreases of 𝑐𝑢𝑟 as with both the
balance of a working and self-exploring DALI is disturbed. Either
too much exploration happens, causing empty runs, or not enough
exploration happens, causing odysseys that end up in the worst
case in a random walk behavior.

The generalizability of our results is of course dependent on
additional factors that influence the system performance, e.g. the
shop floor area, the number and perception range of AGVs, and the
station setup. We observe similar developments of our approaches
in the compared scenarios for performance and communication, so
we are confident our results can be reproduced in similar settings.

A future refinement of the DALI approach can - without relaxing
the problem - only happen along a few parameters that change:

• how the agent models its environment,
• the communication style,
• the exploration on disturbance detection,
• or the mechanism for disturbance anticipation.

While the model is currently a mapping from workstation skill
to location, time stamps for observation and invalidation, and cu-
riosity, a more refined representation is possible, but can easily
introduce additional dependencies on central components (distur-
bance rates for workstations, spawn rates for products, etc.). While
DALIs might be able to measure these during execution, their ob-
servations will stay guesses as they are difficult to verify during
execution time - in the end, the system shall solve transportation
tasks and that is the metric that counts. Every other overhead that
does not immediately improve the performance will be punished.
The communication style is deliberately chosen as simple entropy -
as we have seen in previous work [35] a 1-PULL communication
style is sufficient for mobile agents and reduces the coordination
overhead among agents while it is still fast enough to share in-
formation even in a distributed population. Exploration with an
increased perception radius may help to gather more useful data
at once (but also additional wrong data in the presence of faulty
sensors), while alternatives to the frontier-based exploration [44]
can increase the speed of collaborative explorations. Our work aims
for a rigorous baseline performance with DALIs using only the least
possible information without any centralized assumption over the
environment or the agent population. When relaxing these strict
requirements, e.g. allowing shared but not necessarily centrally
controlled resources for agents, related variants of Yamauchi’s ap-
proach may be used instead, see f.i. [4] to create shared maps, or
RACER [47] which uses a pairwise interaction between agents with
designated exploration areas, or [37] which uses manipulable floor
tiles to act as a medium to place information in the environment as
indirect communication between agents - although the argument
of centralized mechanism introduced indirectly is applicable again.
Disturbances anticipation ahead lies on a spectrum from rigid and
simplistic to complicated: While AGVs can simply circle between
stations, as discussed in [39] as a first-encountered-first-served rule,
we deem such solutions that are tied to the floor layout as unsuitable
for a use case with high disturbances. Burgard et al. [8] use local
assignments of targets based on shared utility values based on the
predicted explored area, and save other robots’ targets when they
are in range to coordinate the exploration efforts. In a comparison
of approaches for coordinated exploration under communication
constraints [13], the authors find a similar approach most efficient,
where robots evaluate each other’s poses for coordinated explo-
ration and select a random frontier to explore when it checks true
for other nearby robots.
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All in all, we argue that a system may adapt with simple, dis-
tributed agents even in complex dynamic systems, using few as-
sumptions about the world. In combination with our original work,
we have shown that a DALI system can not only rival a centralized
control approach like VDA5050 [42] in nominal situations, but also
function under pressure of environmental dynamics and internal
faults, albeit to the cost of a more careful and complex system de-
sign. Despite using only local communication and perception, the
performance of DALI to inform all members and to deliver all prod-
ucts is encouraging. In our opinion, the real strength to use a DALI
system plays out not necessarily as a replacement for centralized
control, but as a backup system. Industry favors central control
because of its simplicity, but systems with centralized control can
experience failures, f.i. hardware and software defects, network
failures, power outages, cybersecurity problems, or scalability is-
sues because of high complexity, where the control system becomes
nonfunctional. We believe that a fail-safe system for an AGV con-
trol system like VDA5050 is best realized by using a multi-agent
system (MAS) approach like DALI, where the AGV control can be
switched to decentralized when the central control fails. From an
AGV’s point of view, the control is the same: with a connection to
CC, AGVs receive destinations and act on reflexes. Without a con-
nection, DALIs choose the AGVs’ targets, keep track of the world’s
state in their model, explore, and communicate with other DALIs
in range. Thus, DALIs enable decentralized adaptivity as a fail-safe
system in environments with difficult constraints - instead of not
at all or with extensive redundant hardware. As a consequence,
shop floors may use hybrid, adaptive systems that work in dynamic
environments. Here lies a research direction, especially for intralo-
gistics [18, 39] or transportation [5]. Further applications include
unfeasible environments for global networks for CC (steel walls,
underground mines), where expenses for redundant hardware for
downtimes shall be saved, or strict safety regulations apply (oil,
gas, fine dust e.g. in wheat mills). AGVs can organize with DALIs,
before coming back to an area where they are controlled by a CC.

7 CONCLUSION AND OUTLOOK

We presented our decentralized agent-based approach called DALI
uses local information to adapt successfully to a dynamic environ-
ment based on a driverless transportation system. We confronted
DALIs with a shop floor environment that suffers from unforeseen
disturbances as well as a manipulated perception and communi-
cation by distorting both to include random errors. Based on the
controlled experiments, we measured the performance of given
transportation tasks as well as the capabilities to self-adapt as a
population by exploring the environment for disturbances and
sharing updates. We conclude that DALI can adapt as a group to
external and internal disturbances while degrading gracefully in
their performance. We discussed several axes along which the base-
line approach of DALI may be improved, including communication
style, modeling, perception, and exploration, as well as the possibil-
ities for a fail-safe system that works as a backup for centralized
control. With the current system, we presented a distributed and
decentralized control agent for intralogistics that works without
centralized assumptions in its process.
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Fig. 17: 100 prod., 𝑡𝑑 = 100 (A)
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Fig. 18: 100 prod., 𝑡𝑑 = 150 (A)
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Fig. 19: 100 prod., 𝑡𝑑 = 200 (A)
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Fig. 20: 100 prod., 𝑡𝑑 = 250 (A)
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Fig. 21: 100 prod., 𝑡𝑑 = 300 (A)
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Fig. 23: 250 prod., 𝑡𝑑 = 100 (A)
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Fig. 24: 250 prod., 𝑡𝑑 = 150 (A)
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Fig. 25: 250 prod., 𝑡𝑑 = 200 (A)
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Fig. 26: 250 prod., 𝑡𝑑 = 250 (A)
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Fig. 27: 250 prod., 𝑡𝑑 = 300 (A)
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